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Background – Counterfactual Samples

• Augmenting the training data with counterfactual samples for VQA

Examples from [Chen et al. CVPR 2020] Examples from [Teney et al. ECCV 2020]



Motivation

• Enabling the VQA models to understand: What is the “Cause” for the “Effect”?

“Cause”: the change of input (original -> counterfactual) “Effect”: the change of answer



Methodology
• Building the causal triplet 𝐼, 𝐼+, 𝐼− and 𝑄, 𝑄+, 𝑄−
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• Contrastive learning in the multi-modal embedding space



Experiments
• State-of-the-art results on VQA-CP v2 and VQA-CP v1



Experiments
• Our method works with different architechture



Experiments

• Our method generalizes better on the counterfactual samples and factual samples



Thanks for listening!


