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Background – Bias in VQA

• Strong superficial linguistic correlations in the training set

• VQA models tend to guess the answer based on the language prior

• Poor robustness and generalization
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• Long-tailed answer distribution could lead to unbalanced training objective

• LPF aims at automatically reshaping the training loss to a balanced form
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Experiments
• Comparison with the SOTA systems on bias-sensitive VQA-CP v2 test and VQA v2 val set

• LPF shows significant improvements over UpDn baseline on VQA-CP v2

• LPF achieves competitive performance



Experiments
• LPF is model-agnostic: generalizing well on different VQA architectures



Experiments
• Discussion on different variants of re-weighting based methods

• Pre-computing the prior distribution on training set

• Focal loss



Qualitative Analysis
• Baseline UpDn suffers from the language prior on the training set

• LPF helps to overcome language prior and enables the model to be more 
grounded on the image content



Qualitative Analysis

• LPF helps model to attend to a more reasonable visual region

• LPF enables the model to be more robust instead of biasing to the common answer



Thanks for listening!
• Paper: https://arxiv.org/abs/2105.14300

• Code: https://github.com/jokieleung/LPF-VQA

• Personal homepage: https://jokieleung.github.io/
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